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SUMMARY In this paper, we propose a new neural filter to which the features related to a given task are input, called a neural filter with features (NFF), to improve further the performance of the conventional neural filter. In order to handle the issue concerning the optimal selection of input features, we propose a framework composed of 1) manual selection of candidates for input features related to a given task and 2) training with automatically selection of the optimal input features required for achieving the given task. Experiments on the proposed framework with an application to improving the image quality of medical X-ray image sequences were performed. The experimental results demonstrated that the performance on edge-preserving smoothing of the NFF, obtained by the proposed framework, is superior to that of the conventional neural and dynamic filters.
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1. Introduction

Recently, applications utilizing digital video technologies have increased dramatically in various fields such as medicine, industry, robotics, transportation systems, and so on. Accordingly, demands for noise reduction algorithms for dynamic image sequences are increasing. Especially in the medical field, noise reduction algorithms are indispensable for digital X-ray imaging systems because of the reason below. High-dose X-ray has to be used to reduce quantum noise in X-ray images. Consequently, not only patients but also medical doctors are heavily exposed to radiation. Therefore, noise reduction of the X-ray image sequences obtained at low exposure levels has been desired fervently by medical doctors. In order to improve the quality of image sequences, various dynamic filters have been proposed so far [1]–[6]. However, how to determine the optimal filter coefficients suitable for a given task has remained a serious issue in these conventional filters.

Recently, nonlinear filters based on multilayer neural networks (here referred to as NNs), called neural filters (here referred to as NFs), have been proposed. In these filters, the filtering characteristics can be determined by training with a set of input and desired teaching images [7]–[19]. Since it has been proved that any continuous mapping can be approximately realized by multilayer NNs [20], [21], we trust the NFs to have a high performance; we have continued researches on image processing using the NFs [13]–[19]. In applications of the NFs to improving the image quality of medical image sequences, the performance on preserving the edges of moving objects is not sufficient, although that on noise reduction is very high [13]–[16], [19]. Therefore, how to improve the performance on preserving edges has remained a serious issue.

In this paper, we propose a new NF to which the features related to a given task are input, called a NF with features (here referred to as NFF), to improve the performance of the conventional NF. In general, we can not clearly know the optimal input features required for achieving the given task. In order to handle the issue concerning the optimal selection, we propose a framework composed of 1) manual selection of candidates for input features related to the given task and 2) training with automatically selection of the optimal input features required for achieving the given task.

Experiments on the proposed framework with application to improving the image quality of medical X-ray image sequences are performed. The goals of improving the image quality of medical X-ray image sequences are: (1) to remove quantum noise from low-dose X-ray images in order to reduce X-ray exposure to patients and (2) to enhance rapidly moving diagnostic objects in order to discern them clearly. To achieve these goals are exceedingly difficult for conventional dynamic filters: the quantum noise in medical X-ray images is not mere Gaussian noise but a specific type of noise called quantum mottle. The quantum mottle is caused from the effects of the compound characteristics of a measurement system. The conventional dynamic
filters are developed on the assumption that noise is Gaussian. Furthermore, the objects in medical images move so rapidly in comparison with general image sequences, while the conventional dynamic filters are developed for general image sequences. Thus, the conventional dynamic filters would not necessarily be suitable for reducing noise from medical X-ray image sequences.

Below, through comparative evaluation with the conventional NF and the conventional dynamic filters, the effectiveness of the proposed framework and the NFF are shown.

2. Proposed Framework

2.1 Architecture of the NFF [22]

The architecture of the NFF is shown in Fig. 1. \( t_0 \) and \( T \) in the figure denote the time of the current frame and the time interval between frames, respectively. The NFF consists of a modified multilayer NN, in which the activation functions of the units in input, hidden and output layers are an identity function, a sigmoid function and an identity function, respectively. The inputs to the conventional NF are only pixel values in the input window. In addition to them, the features related to a given task are input to the NFF in order to improve further the performance of the conventional NF: the inputs to the NFF are an object pixel value \( g(x, y, t) \), spatiotemporally adjacent pixel values and the features calculated from the pixel values in the input window. The output of the NFF is represented by

\[
 f(x, y, t) = G_M \cdot NN(I_{x,y,t}),
\]

\[
 I_{x,y,t} = \{ g(x-i, y-j, t-k), F_m(x, y, t) | i, j, k \in R_{ST}, 1 \leq m \leq M \},
\]

\[
 F_m(x, y, t) = \vartheta_m(\{ g(x-i, y-j, t-k) | i, j, k \in R_{ST} \})
\]

where \( x \) and \( y \) denote the indices of spatial coordinates, \( t \) the index of temporal coordinate, \( I \) the input vector to the NFF, \( NN(I) \) the output of the multilayer NN, \( G_M \) a normalization factor, \( R_{ST} \) the region of the input window, \( M \) the number of input features, \( F_m \) the \( m \)th input feature, and \( \vartheta_m(\cdot) \) the operator calculating the \( m \)th input feature.

The error to be minimized by training is defined as

\[
 E = \frac{1}{P} \sum_{p} \left( \frac{T_C^p}{G_M} - \frac{O^p}{G_M} \right)^2
\]

where \( p \) denotes a pattern number, \( T_C^p \) the \( p \)th training data in the teaching images, \( O^p \) the \( p \)th training data in the output images, and \( P \) the number of training patterns. The NFF is trained by the modified back-propagation (BP) algorithm [23], which was derived for the above structure in the same way as the standard back-propagation algorithm [24], [25], until the following condition for stopping training is fulfilled: the error \( E \) gets smaller than or equal to the predetermined error \( E_P \), or the number of training epochs exceeds the predetermined number \( T_P \).

2.2 Method for Selecting Input Features

The method for designing the structure of the NF [26]–[28] is adopted as that for selecting the input features of the NFF. The input features are selected automatically under the mean square error criterion during training. An explanatory figure for the training with automatic selection of input features is shown in Fig. 2. First, we select candidates for the input features related to a given task. Next, the NFF to which the candidates are input is trained. The input features are selected on the basis of the influence of intercepting each candidate on the error. The candidate with the smallest influence is excluded first. The damage of excluding it is recovered by retraining. Excluding and retraining are performed alternately, and then the optimal input features are selected rationally.

Let \( m \) and \( E^{(m)} \) define the input feature number and the error after intercepting the \( m \)th candidate for input features. The training with automatically selection of input features is composed of the following steps:

[Step 1] NFF to which the candidates for input features are input is trained.
Fig. 2 Training with automatically selection of input features for the NFF.

[Step 2] Intercept the $m$th candidate experimentally and calculate $E^{(m)}$.

[Step 3] If every candidate is examined by intercepting it experimentally and calculating $E^{(m)}$, then go to Step 4; else go back to Step 2.

[Step 4] Exclude the $a$th candidate where $E^{(a)}$ is the minimum among $E^{(m)}$'s.

[Step 5] Retrain the NFF, which has been excluded the $a$th candidate, by the modified BP algorithm until the condition for stopping training is fulfilled.

[Step 6] If $E \leq E_P$ before the number of training epochs exceeds $T_P$; then memorize the weights and the structure, and go back to Step 2; else finish the steps.

The training, calculating $E^{(m)}$ and retraining in the Steps 1, 2 and 5 are performed by using the same training data set.

3. Experiments to Construct NFF for Medical Image Sequences

3.1 Method for Synthesizing Input and Teaching Images [14]

3.1.1 Synthesizing Low-dose X-ray Image Sequence

Since the X-ray quantum noise is signal-dependent Poisson-distributed noise [29], a low-dose X-ray image $g_L(x, y, t)$, an input image to the NFF, can be synthesized from a high-dose X-ray image with negligible quantum noise $g_H(x, y, t)$ as the following equations:

$$g_L(x, y, t) = g_H(x, y, t) + X_N(\sigma),$$ (5)

$$\sigma = k_N \sqrt{g_H(x, y, t)}$$ (6)

where $X_N(\sigma)$ denotes white Gaussian noise when its standard deviation is $\sigma$, and $k_N$ a parameter determining the amount of radiation dosage.

3.1.2 Synthesizing Teaching Image Sequence

In order to restore the spatial blur caused by a measurement system, a teaching image $T_C(x, y, t)$ is synthesized from the high-dose X-ray image by performing the inverse filtering of the spatial blur $MTF^{-1}(\cdot)$ as follows:

$$T_C(x, y, t) = MTF^{-1}\{g_H(x, y, t)\}.$$ (7)

The parameter $k_N$ was set to 0.24% of the maximum level of the gray scale on the basis of the actual measurement of the noise in low-dose X-ray images; $MTF^{-1}(\cdot)$ was realized on the basis of the actual measurement of a real system [30].

3.2 Construction of the NFF

3.2.1 Candidates for Input Features

Since the given task is the edge-preserving smoothing of image sequences, we selected candidates for input features correlated with spatiotemporal/spatial/temporal edges, noise reduction and the motion of objects as follows:

1) Variance of the pixel values in $R_{ST}$,
2) Variance of the pixel values in $R_S$,
3) Variance of the pixel values in $R_T$,
4) Variance of the values projected along the time axis in $R_{ST}$,
5) Gradient of gray levels at the object pixel [31],
6) Laplacian of gray levels at the object pixel [31],
7) Mean for the pixel values in $R_{ST}$,
8) Mean for the pixel values in $R_S$,
9) Mean for the pixel values in $R_T$,
10) Difference between the pixel value at the object pixel in the current frame and that in the previous one.

where $R_{ST}$, $R_S$ and $R_T$ denote a spatiotemporal input window, a spatial region in the current frame in $R_{ST}$ and a temporal sequence at the same spatial coordinates of the object pixel in $R_{ST}$, respectively.

3.2.2 Training the NFF

The spatiotemporal input window of the NFF consisted of five pixels in each of five consecutive frames, as Fig. 1 shows. The number of units in the input, hidden and output layers were 135, 20 and 1, respectively. This structure was determined experimentally. Samples of the images used for training are shown in Fig. 3. Figures 3(a) and (b) show the input images to the NFF.
In the figures, the current and the last frame in the input window of the NFF are shown. Figure 3 (c) shows the teaching image. These are angiograms of left coronary arteries of the heart (size: $512 \times 480$ pixels, maximum level of the gray scale: 1,024, and frame rate: 30 frames/sec.), acquired with a digital angiography system. In the figures, the edges of the images are trimmed to display the regions of interest large. In angiograms, arteries which is diagnostic objects move most rapidly of all medical image sequences. Therefore, to improve the image quality of this kind of image sequences is difficult.

The training set was made by sampling 12,000 points at random from the consecutive six frames. The predetermined number of training epochs $T_P$ was set to 150,000 epochs. The training with automatically selection of input features was applied to the NFF. The training in the Step 1 was performed for 150,000 epochs where each epoch consists of training run of 12,000 points. The training in the Step 1 converged with the error $E$ of 1.7%. We set the predetermined error $E_P$ to this error, 1.7%. The redundant input features were excluded during the Steps from 2 to 6. Each retraining in the Step 5 was finished on zero to six epochs.

3.2.3 Results of Feature Selection and Discussions

The following input features were selected after applying the training with automatically selection of input features:

1) Variance of the pixel values in $R_{ST}$, i.e., the edge information related to motion;
6) Laplacian of gray levels at the object pixel;
8) Mean for the pixel values in $R_S$, i.e., a mean value robust against motion; and
10) Difference between the pixel value at the object pixel in the current frame and that in the previous one, i.e., the information related to motion.

The input features 1), 8) and 10) are the features related to motion. We considered that these features were selected because the objects in the images used for training move dynamically. The spatial characteristic of the input feature 6) is about equal to that of $MTF^{-1}(\cdot)$. We considered that this would be the reason for remaining this feature. Since the selected features 6), 8) and 10) can be calculated from the pixel values in the input window by multiplication and addition, these features seem to be redundant inputs from the theoretical point of view. However, it is not guaranteed that the NFF acquires the calculation of these features through training. Indeed, the NFF from which these features had been excluded was inferior to the original NFF even if retraining was performed. This result demonstrated that the NFF is more effective than the NF from the practical point of view.

4. Comparative Evaluation

4.1 Comparison with the Conventional NF

4.1.1 Image Quality of Output Images

The performance of the NFF is compared with that of the conventional NF. To compare the performances of these filters under the same conditions, all parameters of the conventional NF were set to the same ones as the NFF except for the input features, i.e., the NF was trained using the same training set; the number of input units of the conventional NF was 125 (135 – ten input features). The output images of the conventional NF and the NFF are shown in Figs.4 (a) and (b), respectively. In the output image of the conventional NF, the edges of the arteries, which are a diagnostic region, are
blurred spatially. In contrast, the edges in the output image of the NFF are sharper.

4.1.2 Filter Characteristic

In order to clarify the filter characteristic of edge-preserving smoothing, the DQE (Detective Quantum Efficiency) [32], [33] was adopted as a metric. The DQE is defined as

\[
DQE(h) = \frac{MTF^2(h)}{WS(h)}
= \frac{|S(h)|^2}{|N(h)|^2}
\]

where \( h \) denotes the spatial frequency, \( WS(h) \) the Winner spectrum, \( MTF(h) \) the modulation transfer function of a system, \( S(h) \) that of the system to which only signals (but noise) are input, and \( N(h) \) that of the system to which only noise is input [34]. The DQE expresses the filter’s transfer function of the squared signal-to-noise ratio. The results of measurement of the DQE are shown in Fig. 5. In contrast to the conventional NF, the DQEs from middle to high frequency of the NFF are higher. This result indicates that the performance on edge-preserving smoothing of the NFF is higher than that of the conventional NF. The DQE around 0.25 of frequencies are lower than the others are. This is due to the convolution with a small local window.

4.2 Comparative Evaluation with the Conventional Dynamic Filters

4.2.1 Image Quality of Output Images

We compare the NFF with the motion-adaptive recursive filter (MARF) [3] and the adaptive weighted averaging filter (AWAF) [2]. The MARF is a kind of recursive filters. In the MARF, a parameter determining the quantity of noise reduction is adaptive to the estimated motion. The MARF is utilized for a video processing system for medical X-ray image sequences, which is widely used in hospitals. The AWAF is developed for noise suppression in image sequences without spatial blur. This is a well-known representative as a filter with good performance.

To compare the performance of the NFF with those of the conventional filters fairly, the parameters of the conventional filters were determined carefully. The parameters of the MARF were set to those used in real systems. These had been determined by a large number of tests in clinical evaluations. According to the method for determining the parameters of the AWAF in [2], the parameters were determined by using amount of noise in the input image sequence used in this experiment.

Output images of the NFF and the conventional dynamic filters in filtering the non-training images are shown in Fig. 6. Figure 6 (a) shows the current frame in the input image sequence. Figure 6 (b) indicates the motion of arteries, which is the image subtracted between consecutive two frames of the high-dose X-ray image sequence. In the output image of the MARF, the contrast of moving arteries is low. We cannot discern the moving arteries well due to blurring. In this kind of images, the contrast of the moving arteries is

![Fig. 5](image1.png)  
**Fig. 5** Comparison of the performance on edge-preserving smoothing of the NFF with that of the conventional NF.

![Fig. 6](image2.png)  
**Fig. 6** Comparison of the output image of the NFF with those of the conventional dynamic filters in filtering non-training image.  
(a) Current frame in the input image sequence.  
(b) Motion of arteries.  
(c) Output image of the MARF.  
(d) Output image of the AWAF.  
(e) Output image of the NFF.
4.2.2 Quantitative Comparisons

To compare more precisely, the image quality is evaluated quantitatively using the blurred signal-to-noise ratio (BSNR) and the improvement in signal-to-noise ratio (ISNR) [35],[36]. These metrics are widely used in evaluation of the performances of image restoration techniques and dynamic filters. The BSNR expresses the signal-to-noise ratio of input images, and the ISNR expresses the improvement in signal-to-noise ratio from the signal-to-noise ratio of input images. The BSNR and the ISNR are defined as

\[
BSNR(t) = 10 \log_{10} \frac{\sum_{x,y \in R_E} (T_C(x, y, t) - T_C(x, y, t))^2}{\sum_{x,y \in R_E} (N_S(x, y, t) - N_S(x, y, t))^2}
\]

where

\[
N_S(x, y, t) = g(x, y, t) - f(x, y, t),
\]

4.3 Evaluation with Real Low-Dose X-ray Images

4.3.1 Low-Dose X-ray Image Sequences

Since the NFF was trained using the simulated low-dose X-ray images, the evaluation with real low-dose X-ray images is important. The NFF and the conventional dynamic filters were applied to real low-dose X-ray images. The input image sequence and the output image sequences of the filters are shown in Fig.8. These images are angiograms of left coronary arteries of the heart (size: 512 x 480 pixels; maximum level of the gray scale: 1,024; and frame rate: 30 frames/sec.), acquired at a low X-ray exposure level (tube voltage: 58 kV; tube current: 1.6 mA) on a digital angiography system. In the figures, the edges of images are trimmed to display the regions of interest large.

4.3.2 Image Quality of Output Images

In the output image of the MARF, the contrast of moving arteries is too low to discern them. In the output image of the AWAF, we cannot discern not only the edges of the moving arteries but also the arteries themselves due to blurring. It may be difficult for medical doctors to diagnose heart disease from these images. In contrast, the quality of the output image of the NFF is better: the contrast of the moving arteries is higher, the edges and the shapes of them can be discernible, and the performance of noise reduction is better.

4.3.3 Subjective Evaluation

In order to evaluate the image quality more practically, the output images of the NFF and the conventional dynamic filters were loaded into a real digital angiography system in a hospital, and were evaluated by medical doctors (cardiologists). The processed image sequences were displayed under the same condition as a common clinical use. By the evaluation, it was confirmed that there was no artifact disturbing diagnosis in the output images of the NF and NFF. As a result, the medical doctors judged that the image quality of output image...
Fig. 7  Quantitative evaluation of the image quality among the output images of the filters.

Fig. 8  Comparison of the output image sequence of the NFF with those of the conventional dynamic filters in filtering real low-dose image sequence (from top row to bottom row: \( t = 38T \sim 42T \)). (a) Original image sequence. (b) Output image sequence of the MARF. (c) Output image sequence of the AWAF. (d) Output image sequence of the NFF.

sequences of the NFF was superior to those of other filters: they could watch arteries much easier in the output image sequences of the NFF even in the case where these arteries moved rapidly.

5. Conclusions

In this paper, we have proposed a new NF, called the NF with features, to improve the performance of the NF and a framework for designing the NFF, which can select the optimal input features under the mean square error criterion. Experiments on the proposed framework with application to improving the image quality of medical X-ray image sequences were performed. The experimental results demonstrated that the performance on edge-preserving smoothing of the NFF is
superior to that of the conventional NF. By the quantitative evaluation, it was shown that the performance of the NFF is superior to those of the conventional dynamic filters. Through the experiments, the proposed framework has proved to be useful to design the desired NFFs.

We plan in the near future to apply the proposed framework and the NFF to various kinds of images such as natural images, traffic images, sonar images, radar images, and so on, and evaluate the performance and the versatility.
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